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Abstract 
 

An important decision in software projects is when to stop testing and based on 

defect data from an inspection the number of defects present in a software product can be 

estimated to decide on further development or quality assurance activities. Project 

managers are primarily interested to determine the number of major defects in the 

product, which may have a strong impact on product quality as well as on project 

schedule and cost, if they go undetected. An important aspect of developing models 

related with number and type of faults in a software system to a set of structural 

measurement is defining to constitute a fault. By definition, a fault is a structural 

imperfection in a software system that may lead to the system‘s eventually failing. A 

precise definition of faults, what are makes it possible to accurately identify and count 

them, which in turn allows the formulation of models relating fault counts and types to 

other measurable attributes of a software system. Unfortunately, the most widely used 

definitions are not measurable. There is no guarantee that two different individuals 

looking at the same set of failure reports and the same set of fault definitions will count 

the same number of underlying faults. The incomplete and ambiguous nature of current 

fault definitions adds a noise component to the inputs used in modeling fault content. If 

this noise component is sufficiently large, any attempt to develop a fault model will 

produce invalid results. In this paper, we base our recognition and enumeration of 

software faults on the grammar of the language of the software system. By tokenizing the 

differences between a version of the system exhibiting a particular failure behavior, and 

the version in which changes were made to eliminate that behavior, we are able to 
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1. Introduction 

 

Unfortunately there is no particular definition of software fault. In the face of this 

difficulty, it is rather hard to develop meaningful associative models between faults and 

code attributes. In calibrating a model, we would like to know, how to count faults in an 

accurate and repeatable manner, just as we would expect to enumerate statements, lines 

of code and so on.... In measuring the evolution of a system concerning rates of fault 

introduction and removal, we measure in units proportional to the way the system 

changes over time. Changes to the system are visible at the module level, and we attempt 

to measure at that level of granularity. We will also collect information about faults at the 

same granularity. A fault is a structural imperfection in a software system that may lead 

to the system‘s eventually failing. In other words, it is a physical characteristic of the 

system of which the type and extent may be measured using the same ideas used to 

measure the properties of more traditional physical systems. 

People making errors in their tasks introduce faults into a system. These errors may be 

errors of commission or errors of omission. There are, of course, differing etiologies for 

each fault. Faults of commission involve implementing code that is not part of the 

specification or design. Faults of omission involve lapses wherein a behavior specified in 

the design was not implemented. In order to count faults, there must be a well-defined 

method of identification that is repeatable, consistent, and identifies faults at the same 

level of granularity as our static source code measurements. 

In a careful examination of software faults over the years, we have observed that the 

unambiguously count the number of faults associated with that failure. With modern 

configuration management tools, the identification and counting of software faults can be 

automated. 

Keywords: Software testing, Software quality; Software faults; Defect detection 
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overwhelming number of faults that are recorded as code faults are really design faults. 
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Some software faults are really faults in the specification. The design implements the 

specification and the code implements the design. We must be very careful to distinguish 

among these fault categories. There may be faults in the specification. The specification 

may not meet the customer‘s needs. If this problem first manifests itself in the code, it is 

still not a code fault. It is a fault in the program specification or a specification fault. The 

software design may not implement the software requirements specification. Again, these 

design problems tend to be made manifest during software testing. Any such design faults 

must be identified correctly as design faults. In a small proportion of faults, the problem 

is actually a code problem. In these isolated cases, the problem should be reported as a 

code fault. We observed an example of this type of problem in a project on a large 

embedded software system. The program in question was supposed to interrogate a status 

register on a particular hardware subsystem for a particular bit setting. The code 

repeatedly misread this bit. This was reported as a software problem. What really 

happened was that the hardware engineers had implemented a hardware modification that 

shifted the position of the status bit in the status register. They had failed to notify the 

software developers of this material change in the hardware specification. The software 

system did exactly what it was supposed to do. It is just that this no longer met the 

hardware requirements. Yet the problem remains on record as a software fault. 

 

 

 
2. Related work 

 

Fault constitutes a manifestation of an error in software. A fault, if encountered, may 

cause a failure‖ [37, 32]. This establishes a fault as a structural defect in a software 

system that underlies the failure of that system to operate as expected, but does not help 

in determining the type of failure that was observed, or establish how individual faults 

may be identified or measured. Some standards address the issue of the type of failure 

observed by describing schemes for classifying anomalies recorded during software 
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development and operation. For instance [5] provides details of an anomaly classification 

process, as well as criteria for classifying the type of anomaly observed, at what point in 

the development process the anomaly was observed, and the action taken in response to 

the anomaly. For example, this standard allows classification of the type of behavior 

exhibited by the anomaly (e.g. precision losses) or the type of defect that led to the 

anomaly (e.g. ‗referenced wrong data variable‘). 

This type of scheme is helpful in determining the underlying causes of faults and failures, 

so that the development process may be modified to (1) identify the types of faults on 

which fault detection and removal resources should be focused for the current 

development effort, and (2) minimize the introduction of the most common types of 

faults in future development tasks. However, classification standards do not provide 

enough information to help count the number of faults in the system. We can also see that 

some of the anomaly types can readily be traced to a single fault (e.g. ‗Operator in 

equation incorrect‘). However, the response an ‗I/O Timing‘ anomaly may involve 

changes to many lines of source code spread across multiple source code files. In this 

case, the standard does not provide enough information to allow counting the number of 

faults at the module level. Ad-hoc fault taxonomy was developed by the authors in [43, 

60] in an attempt to provide an unambiguous set of rules for identifying and counting 

faults. The rules were based on the types of changes made to source code in response to 

failures reported in the system. Although the rules provided a way of classifying the 

faults by type, and attempted to address faults at the level of individual modules, they 

were not sufficient to enable repeatable and consistent fault counts by different observers 

to be made. The rules in and of themselves were unreliable. Orthogonal Defect 

Classification (ODC), initially reported in [1], provides a framework for (1) identifying 

defect types and the sources of error in a software development  effort, (2) determining 

the effectiveness of the different defect detection techniques and strategies used by the 

organization, and (3) using the feedback provided by analysis of the defects to help the 
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organization reduce the number of defects it inserts into its systems like [5]. 
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ODC provides a scheme for classifying defects, which is useful in identifying sources of 

error at different points in the development process. However, it does not seem possible 

to use the classification scheme to consistently count faults at the module level. The 

recognition process for defects is not sufficiently well defined to permit the automatic 

recognition of these defects. In [27], Frankl et al. develop a model for evaluating test 

methods by the delivered reliability of the system. The aspect of that work relevant to this 

paper is the rejection of the traditional notion of faults in favor of the idea of failure 

regions (‗a collection of failure inputs that some change fixes exactly‘). Frankl et al. 

observe that faults have no unique characterization. A software component fails for some 

test set and then changed that to get success on that test set. 

A simple example illustrates the concept: suppose we have a program composed of two 

functions, A and B. Function, A computes a real number, and then calls function B to 

compute the square root of that number. If the value computed by A is less than 0.0, the 

program will fail. There are two changes that can be made either A can be changed so 

that it never passes a value less than 0.0 to B (e.g. call B only if the value is not negative), 

or B can be changed so that negative input values will not cause it to fail (e.g. compute 

the square root of the input‘s absolute value). We agree that faults do not necessarily have 

a unique characterization. However, our experience with development efforts indicates 

that there is often one set of acceptable repair actions that is noticeably less costly than 

the alternatives, both in terms of the number of affected components and total amount of 

changes made. Based on our experience, we assume that in a production development 

environment, developers will seek the least costly alternatives that they believe will affect 

the required repairs in order to maintain the required delivery schedule. Under this 

assumption, we can consider the repair actions to be unique, which we can use as the 

basis of a meaningful fault count their. 
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3. Identification of software faults 
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One of the most important considerations in the measurement of software faults is 

the ability to scale the fault. Not all faults are equal. The software fault size description 

problem is very similar to that confronted by civil engineers in the construction of a 

building. When structural concrete is poured to form the columns of a building, some 

voids will naturally occur in the concrete. Two factors must be considered in the 

determination of the structural consequences of voids in the pour. First, there is the 

amount of stress in the vicinity of the void. Second, there is the volume of the void. A 

small void in a highly stressed location will make the building weak. A large void in the 

surface of a column may simply create visual problems. Software faults, just like voids in 

concrete, also are large or small. The term, fault, has a size component just as does a 

structural void in the concrete pour. Sometimes a simple operator is at fault. The 

developer used a ‗C‘ instead of a ‗K‘. Sometimes two or three statements must be 

modified, added, or deleted to remedy a single fault. 

The subject of this paper is the identification and enumeration of faults that occur in 

source code. We ought to be able to do this mechanically. That is, it should be possible to 

develop a tool that could count the faults for us. Further, some program changes to fix 

faults are substantially larger than are others. We would like our fault count to reflect that 

fact. If we have accidentally mistyped a relational operator like ‗!‘ instead of ‗O‘, this is 

very different from having messed up an entire predicate clause from an ―if statement‖. 

The actual changes made to a code module are tracked for us in configuration control 

systems such as ―rcs‖ or ―cvs‖ [81] as code deltas. We must learn to classify the code 

deltas that we make as to the origin of the fix. In other words, each change to each 

module should reflect a specific code fault fix, a design problem, or a specification 

problem. If we manifestly change any code module, and fail to record each fault as we 

repaired it, we will pay the price in losing the ability to resolve faults for measurement 

purposes. We will base our recognition and enumeration of software faults on the 

grammar of the language of the software system. Specifically, faults are to be found in 
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statements, executable and non-executable. In the C programming language we will 

consider the structures shown below to be executable statements. 

In very simple terms, these structures will cause our executable statement count, Exec, to 

change. If any of the tokens change that comprise the statement then each of the change 

tokens will represent a contribution to a fault count. Non-executable statements are 

shown below. 

 

<Executable_statement>:: =< labeled_statement> 

<Expression> 

<Selection_statement> 

<Iteration_statement> 
<Jump_statement> 

 

We will find faults within these statements. 

 

<declaration>:: = <declaration_specifier>; 

<declaration_specifier>= <init_declaration_list>‖;‖ 

 

The granularity of measurement for faults will be in terms of tokens that have changed. 

Thus if one has such type of the following statement in C: a = b + c * d; but it has meant 

to type a=b+c/d; then there is one incorrect token. In this example, there are eight tokens 

in each statement. There is one token that has changed. There is one fault. This 

circumstance is very different when wholesale changes are made to the statement. 

Consider this statement a = b + c * d; was changed to a = b + (c*x) + sin (z); 

We are going to assume, for the moment, that the second statement is a correct 

implementation of the design and that the first was not. This is clearly not a coding error. 

In this case there are 7 tokens in the first statement and 14 tokens in the second statement. 

This is a fairly substantial change in the code. Our fault recording methodology should 

reflect the degree of the change. The important consideration with this fault measurement 

strategy is that there must be some indication as to the amount of code that has changed 
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in resolving a problem in the code. We have regularly witnessed changes to tens or even 
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hundreds of lines of code recorded as a single ‗bug‘ or fault. The only measurable index 

of the degree of the change is the number of tokens that have changed to ameliorate the 

original problem. 

4. Methodology used for counting the number of faults 

 

Each line of text in each version of a program can be seen as a bag of tokens. That is, 

there may be multiple tokens of the same kind on each line of the text. When a software 

developer changes a line of code in response to the detection of a fault, either through 

normal inspection, code review processes, or as a result of a failure event in a program 

module, the tokens on that line will change. New tokens may be added, and invalid 

tokens may be removed. The sequence of tokens may be changed. Enumeration of faults 

under this definition is simple, straightforward. 

Most important of all, this process can be automated. Measurement of faults can be 

performed very precisely, which will eliminate the errors of observation introduced by 

existing adhoc fault reporting schemes. An example would be useful to show this fault 

measurement process. Consider the following line of C code. 

(1) a = b + c ; 

 

 
There are five tokens on this line of code. They are B1= {< a >,< = >,< b >,< + >, 

< c >} where B1 is the bag representing this token sequence. Now let us suppose that the 

design, in fact, required that the difference between b and c be computed: 

 

(2) a = b- c ; 

 

There will again be five tokens in the new line of code. This will be the bag  B2 = {< a >, 

< = > , < b > , < - > , < c > } The bag difference is B1 - B2 = {< + >, < - >}. The 

cardinality of B1 and B2 is the same. There are two tokens in the difference. Clearly, one 

token has changed from one version of the module to another. There is one fault. Now let 
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us suppose that the new problem introduced by the code in statement (2) is that the order 

of the operations is incorrect. It should read: 

 

(3) a = c - b; 

 

The new bag for this new line of code will be B3 = { < a >, < = > , < c > , < - > , < b > }. 

The bag difference between (2) and (3) is B2 - B3 = { }. The cardinality of B2 and B3 is 

the same. This is a clear indication that the tokens are the same but the sequence has been 

changed. There is one fault representing the incorrect sequencing of tokens in the source 

code. Now, to continue the example above, let us suppose that we are converging on the 

correct solution however our calculations are off by 1. The new line of code will look like 

this. 

 

(4) a = 1 + c – b ; 

This will yield a new bag B4 = { < a >, < = > , < b > , < + > , < c > , < - > , < b > 

}. The bag difference between (3) and (4) is B3 - B4 = {< 1 >, < + > }. The cardinality of 

B3 is five and the cardinality of B4 is seven. Clearly there are two new tokens. By 

definition, there are two new faults. It is possible that a change will span multiple lines of 

code. All of the tokens in all of the changed lines so spanned will be included in one bag. 

This will allow us to determine just how many tokens have changed in the one sequence. 

 

(5) Review Aspects 

 

We have proposed a meaning of software faults that can be applied to source code. The 

definition allows faults to be unambiguously measured at the level of individual modules. 

Since faults are measured at the same level at which structural measurement are taken, it 

becomes more feasible to construct meaningful models relating the number of faults 

inserted into a software module to the amount of structural change made to that module. 

Because of the way in which faults are defined, the task of counting faults is easily 

automated; making it much more practical to analyze large software systems. 
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In other words, the faults may be quantified by a software tool that can analyze the deltas 

in code modules maintained by the configuration control system and measure those 

changes specifically attributable to failure reports. When a fault was initially inserted into 

a component is based on the ability of the revision control system to identify the version 

in which each line first appeared in the module. For faults whose repair involves 

removing or modifying a line, determination is straightforward when the fault was 

introduced into the module. 

However, if the repair activity involves adding a line, determining the version into which 

the fault was inserted is more complicated. We need to examine the context in which the 

repair is made to determine the first version of the module in which the absence of the 

line would have constituted a fault. As an approximation, we can determine when the 

lines bounding the repair first appeared in the module. 
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